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Observes neutrinos 
through photon flashes!

KM3NeT:2020s

SKA: 2027

Observes gamma rays through 
through  Cherenkov radiation 
particle cascade detection.

CTA: 2025

JWST: 2021

ALMA: operational

Observes GWs through 
optical interferometry!

LIGO/VIRGO: 
operational/++ 

ATHENA: 2032

ELT: 2025

21st Century Observatories





SKA Key Science Drivers: The history of the Universe



Cosmic Dawn

(First Stars and Galaxies)

Galaxy Evolution

(Normal Galaxies z~2-3)

Cosmology

(Dark Energy, Large Scale Structure)Cosmic Magnetism


(Origin, Evolution)

Cradle of Life

(Planets, Molecules, SETI)

Testing General Relativity

(Strong Regime, Gravitational Waves)

Exploration of the Unknown

Broadest range of 
science of any facility, 

worldwide

SKA Key Science Drivers: The history of the Universe



SKA1 Telescopes
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SKA1 Telescopes

Two world-leading 
telescopes

Acting as world-
leading observatory
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300 km
Murchison Radio Astronomy Observatory

Geraldton

Perth

SKA1-Low
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500 km

Cape Town

SKA1-Mid site (Karoo dessert)

Canarvon

SKA1-Mid
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SKA HQ: Jodrell Bank, UK
near United Kingdom

1 of 1



SKA HQ: Jodrell Bank, UK

Headquarters for what will be one of the 
world’s largest scientific facilities. 
Acts as a nexus for world radio astronomy



SKA HQ: Council Chamber
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🇦🇺 Australia (DoI&S)

🇨🇦 Canada (NRC-HIA)

🇨🇳 China (MOST)

🇫🇷 France (CNRS)
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🇵🇹 Portugal

🇿🇦 South Africa (DST)

🇪🇸 Spain (MICINN)

🇸🇪 Sweden (Chalmers)
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🇬🇧 UK (BEIS/STFC)
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In the process of 
becoming an Inter-

Governmental 
Organisation



🇬🇧

Treaty signed: Rome, 12 March 2019
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🇬🇧
✅✅ ✅

Treaty signed: Rome, 12 March 2019

🇨🇳🇵🇹🇮🇹 🇿🇦 🇳🇱 🇦🇺
✅✅

(Almost there!)

Hoping to have Council 1 
on January 2021!



Recent Progress

• All major reviews completed:
‣ Jan-Mar 2020: Critical Design Review

‣ Mar 2020: Operations Review

‣ Apr 2020: Cost Review

‣ July 2020: Business-enabling Review



Recent Progress

• All major reviews completed:
‣ Jan-Mar 2020: Critical Design Review

‣ Mar 2020: Operations Review

‣ Apr 2020: Cost Review

‣ July 2020: Business-enabling Review

• Major Milestone:
‣ Construction Proposal & Observatory 

Establishment and Delivery Plan 
endorsed by the SKA Board.



SKA Data Flow Challenge

700 
PB/yr

Low Central Signal Processor

~7 Tb/s

Few km

Mid Central Signal Processor

~8 Tb/s

Few km

~5 Tb/s

Perth Supercomputer

130 Pflops

800 km

~5 Tb/s

Cape Town Supercomputer

130 Pflops

600 km
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Difficulties in coordinating 
software development
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21h timezone spread!
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Already 17 teams from 20 institutions!

• 17 Agile Teams in 2 Trains including System and Platform teams


• ~5 FTE Average team size from 16 Consultants + SKAO


• ~160 people involved - ~60% average time commitment

And this is ~50% of the effort that we 
will have to lead… just on software!



How to solve that issue?



How to solve that issue?
Or how to provide the right level of information and decision making 

delegation?



Test Driving SAFe®
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Cadence allows 

for easy flow 
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Software demonstrated 
every sprint, and every PI

See slides on SKA CI/CD 
on Wed 18, 9:20 GMT+1



What about COVID-19?
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Thanks to the distributed infrastructure, wonderful people, and the effort 

to make even more things possible in a remote way…

Including PI Planning!
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TANGO-related updates
Or the part that you probably care more about 😉 



 About us

ABOUT USABOUT US

Tango Controls is the collaborative effort of many people. It is a Free Open Source Software (FOSS) project. The source code is

available free of charge under GPL and LGPL open source licenses. The source code are on GitHub organised in core libraries in

tango-controls, archiver tools and libraries in tango-controls-hdbpp, and a large number of device servers in tango-ds on

SourceForge. The source code can downloaded and modified by anybody. Development happens on GitHub. Everyone is welcome

to fork the git repositories and fix or improve them. Pull request with bug fixes or new features are reviewed and integrated in the

official source code by authorized developers.

Tango Controls started at the ESRF in 1999 and has since then been adopted by many sites. The following sites have committed to

the sustainable development of Tango Controls by signing a Collaboration Contract and committing to financing the development of

Tango for the next 5 years (at least):

ALBAALBA ELETTRA INAF SKAO SOLARIS ELI beamlines

DESYDESY ESRF MAX-IV SKA-ZA SOLEIL

Many other sites use Tango Controls. Refer to the Partners to see some of the users of Tango Controls.

 

MISSION

The mission of the Tango Controls software community is to:

Develop an open source tool kit called Tango Controls for building high performance and high quality distributed control systems for

small and large installations. The toolkit design is based on the concept of distributed objects called devices and provides native

support for multiple programming languages. The toolkit must implement a full set of tools for developing, managing and monitoring

small and large control systems. Build a sustainable community dedicated to ensuring that the Tango Controls toolkit continually

improves and remains modern to serve the needs of the community for at least the next 20 years. The goal of Tango Controls is to

become a de facto industrial standard for industrial distributed control systems.

 

LICENCE

Tango Controls is an Open Source solution for Supervisory Control and Data Acquisition (SCADA) and Distributed Control Systems

(DCS).

Tango Controls system libraries are made available under LGPL licence. This means that Tango Controls can be used and modified

without constraints on the derived system built on Tango Controls.

The graphical tools and some of device servers are made available under GPL licence. This means modifications to them need to be

shared with the community.

 

ROADMAP

The Roadmap described below is being implemented thanks to the Tango Controls Collaboration and the community efforts. The

Roadmap addresses the general evolution of Tango and associated tools. Input is usually gathered via email and presented in the

form of Feature Requests. The Feature requests are then discussed in the interactive session.

The Executive Committee is working on identifying and investing resources in implementing these features. The Community is

invited to contribute to implementing the above topics. A call for comments for the next major release of Tango (V10) has been made

on the forum in RFC #4.

The most requested features:

Improve documentation;

Move source code to GIT;

Replace CORBA with ZMQ (or other protocol);

Improve code sharing of device servers;

Continue to improve code quality (as always).

The Tango project can be divided into 3 parts in terms of the source code: C++, Java, Python. All of these parts are planned to be

updated without minimum changes to the end users. Progress of Tango source code can be followed on the git repositories: C++,

Java, Python, REST API.

The Tango Web platform is being developed and a first release of the project has been made.

Information about the Major Tango V9 release can be found in the Major Releases page.

Visit the Feature Requests page to follow the latest progress. New feature requests should be submitted to the forum.

 

HISTORY

The original proposal for Tango was made in a paper written in 31/7/1998 by W-D. Klotz, A. Götz, E. Taurel and J. Meyer :

Tango - object oriented device control implemented in CORBA and DCOM.

It was built on the ideas of a previous control system developed at the ESRF called TACO which was based on RPCs. The concept of

Devices in a Device Server as the key concept was developed in TACO and then refined and improved in Tango. The first international

presentation of Tango was at the ICALEPCS conference in 1999 in Trieste (Italy) in a paper written by J-M. Chaize, A. Götz, W-D. Klotz,

J. Meyer, M. Perez and E. Taurel and entitled:

  

Developing Tango started in 1999 at the ESRF. Very soon after that they were joined in 2000 by the control's team from the Soleil

Synchrotron. The two institutes co-developed the first releases of Tango. They were then later on joined by Elettra, ALBA, and DESY.

The community quickly grew and today counts over 50 sites.

tango core 3min course from Tango Controls on Vimeo.

Releases

The latest major release of Tango V9 was made in September 2015. The latest release is V9.2.3. The Device implementation version,

major features and previous releases are in the Major Releases web page.

Awards

At ICALEPCS 2011 the ICALEPCS Lifetime Achievement Award was given to Emmanuel Taurel (ESRF), Nicolas Leclerq (SOLEIL),

Pascal Verdier (ESRF) for their contribution to the Tango core development over the last 10 years.

 

STEERING COMMITTEE

The Tango Controls executive body is the Steering Committee. It makes strategic decisions about core developments in the Tango

collaboration. There is one representative from each institute who has signed the Tango Controls Collaboration Contract. The

representative is the person who is highest in each institutes’s hierarchy and has sufficient technical knowledge about Tango. This

representative should have enough power to decide on allocating resources to developing software for Tango. To ensure that the

right decisions are made and match those of the user community, advice must be sought by the committee from their respective

users and developers on a regular basis.

There are 2 types of members of the Tango Controls Steering Committee Members:

1. Core members - contribute financially to the maintenance of Tango and commit at least 6 months of an engineer annually to

develop and commit source to the Tango Controls core projects

2. Contributing members - contribute to the financing of the maintenance of Tango.

Both members normally use Tango and write and share Tango device classes with the community.

The current Tango Controls Steering Committee member representatives are:

Chairman:Chairman: Andy Götz (ESRF)

Coordinator:Coordinator: Jean-Michel Chaize (ESRF)

ALBAALBA (core) (core) Guifre Cuni​

ELETTRAELETTRA (core) (core) Lorenzo Pivetta ( deputy Claudio Scafuri )

ESRFESRF (core) (core) Andy Götz, (deputy Jean-Michel Chaize)

SOLEILSOLEIL (core) (core) Gwenaëlle Abeille, (deputy Sandra Pierre-Joseph)

DESYDESY (contributing) (contributing) Thorsten Kracht, (deputy Teresa Nunez)

INAFINAF (contributing) (contributing) Matteo Canzari

MAX-IVMAX-IV (contributing) (contributing) Vincent Hardion

SKAOSKAO (contributing) (contributing) Nick Rees

SKA-ZASKA-ZA (contributing) (contributing) Anton Joubert

SOLARISSOLARIS (contributing) (contributing)  Michał Ostoja-Gajewski, (deputy Grzegorz Kowalski)

ELI-BeamlinesELI-Beamlines (Contributing) (Contributing) Birgit Plotzeneder

The last meeting of the Steering Committee was organized by Desy on the 5th of June 2019 (before the Tango Meeting). The next

one will take place in June 2020 in St Petersburg (Russia)

Minutes of the latest Steering Committee meetings:

SC meeting held in 2020 (remotely) minutes

SC meeting held in 2019 @ DESY (Hamburg) minutes

SC meeting held in 2018 @ ELI-beamlines (Dolní Břežany) minutes

SC meeting held in 2017 @ INAF (Firenze) minutes

SC meeting held in 2016 @ ONERA (Toulouse) minutes

Kernel Meeting held in November 2016 @ SOLEIL

Kernel Meeting held in September 2016 @ ESRF

EC meeting held in 2015 @ SOLARIS minutes

EC meeting held in 2014 @ ESRF minutes

EC meeting held in 2013 @ Alba minutes

EC meeting held in 2012 @ FRMII minutes

 

FAQ

General
Questions of general interest

Installation
Questions about installing Tango

Coding
Questions related to coding.

 Tango an Object Oriented Control System based on CORBA (33.9 KB)

What is Tango ?+
How did Tango start ?+
Who is behind Tango Controls ?+
Compatibility between versions+

How to install Tango+

Where to find a source code?+
How to report a bug?+
How to report an issue/make a feature request?+
What is the difference between state as a method or state as an attribute?+
Where to find device classes?+

The communityThe community 150+
active members

500+
device classes

3 Million
lines of code

1 000+
downloads of the core

40+
international partnersJoin us ! 

Tango Controls is a toolkit for connecting hardware and software together. It is a mature

software which is used by tens of sites to run highly complicated accelerator complexes and

experiments 24 hours a day. It is free and Open Source. It is ideal for small and large

installations. It provides full support for 3 programming languages - C++, Python and Java.

 In a nutshell

DOWNLOADS HOW TO

NEWS COMMUNITY

Copyright 2015 - Tango Controls.  Created with FLOSS softwares only : Django - PostgreSQL LEGALS CREDITS CONTACT US

Démo Documentation  About us Community Developers Partners Contact Download

SKA Control: TANGO

• Decided in March 2015


• Control Harmonisation Project 
started March 2016 → 
CS_Guidelines


• Good uptake from the community


• INAF, SKA SA, and SKAO are now 
members of the TANGO Controls 
Organisation

https://www.tango-controls.org/about-us/#steering%20committee
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But tens of thousands of 
devices will live under 
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It does not look very 
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SKAMPI: The SKA MVP Product Integration

• Based on Kubernetes

‣ Each pod is a TANGO Device Server 

is a TANGO Device


- Each facility’s TANGO DB is a 
pod


- We are examining the 
shortcomings of this granularity, 
and trying to look at potential 
solutions


‣ Helm charts allow for customized 
deployment of sets of functionality


• Uses HDB++ currently as the 
archiver

‣ Need to update to the latest library 

of HDB++


‣ Looking at an ElasticSearch-based 
solution is in our roadmap


• Testing and Staging environments


• Continuous Integration & 
Continuous Delivery with 
automated Merge Request testing
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SKAMPI: The SKA MVP Product Integration
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WebJive

• WebJive downselected for the HTML5-based interface for 
Engineering dashboards


• Very fruitful collaboration with MAX IV


• Many performance, UI/UX, and testing improvements

See Webjive talk 
17:10 GMT+1 today!

https://webjive.readthedocs.io/en/latest/what_is_it.html#examples-of-dashboards
https://indico.esrf.fr/indico/event/49/other-view?view=standard
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‣ Looking into kernel training to raise local capabilities → 
brings more TANGO experts in the fold


• Building up on testing, tracing, etc.
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• The SKA will have tens of thousands, and potentially 
hundreds of thousands of TANGO Device Servers.


• We are betting on an event-driven architecture → 

‣ Finding the edge cases of Event subscription and Event-

forwarding


‣ Looking into kernel training to raise local capabilities → 
brings more TANGO experts in the fold


• Building up on testing, tracing, etc.
Using what TANGO provides: 

Device
Proxy, Device

TestCo
ntext, 

MultiD
eviceT

estCon
text
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Conclusions

• We’re almost ready to start constructing the SKA!

‣ Just waiting for the green light → Council 2?


• The Control Systems are a very significant part of the 
work we need to do in software.


• All software will be planned, developed, delivered, and 
evaluated within an Agile framework → SAFe


• We are invested in TANGO for the really long term!
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Questions?

http://www.skatelescope.org


SKA-related talks in this meeting

• Juande Santander-Vela: SKA Status 
Update (this talk)


• Giorgio Brajnik: WebJive progress 
report and the WebJive team(s) 
(today, 17:10)


• Matteo Di Carlo: CI-CD practices at 
SKA (tomorrow, 9:20)


• Anton Joubert: Unit testing Tango 
devices in Python (tomorrow, 10:00)


• Matteo Di Carlo: TANGO Grafana [and 
SKA] (tomorrow, 11:00)


• Giorgio Brajnik: WebJive demo and 
architecture (tomorrow, 11:30)


• Giorgio Brajnik: WebJive tutorial 
(tomorrow, 14:00)


• Also somewhat related:

‣ Jan David Mol: LOFAR is ready to Tango 

(today, 11:00; LOFAR is an SKA 
pathfinder)


‣ Matteo Canzari: TANGO training video 
series (tomorrow, 15:25; Matteo works 
within SAFe team Cream)


